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Interactive runs for tests

= Submit an interactive job to the queue, e.g.
— qsub—-1-t30-n512
= When job "runs", the requested nodes are allocated to you,
and you receive a (new) shell prompt.

= This shell behaves like the one in a Cobalt script job

— Just one difference: do "wait-boot" before proceeding

— Start your compute node run just like in a Cobalt script job
e runjob —block SCOBALT _PARTNAME --np 512 —p 16 : myprogram.exe

= When you exit the shell, the Cobalt job will end

* Note: When the Cobalt job runs out of time, there is no
message. Runjob will fail.
— Check your job status with "gstat SCOBALT JOBID"



Interpreting your job’s log files

.cobaltlog

Tue May 19 20:11:47 2015 +0000 (UTC) rloy/264197: Block VST-22260-33371-32 for location
VST-22260-33371-32 successfully booted (Initiating).
Tue May 19 20:12:57 2015 +0000 (UTC) Info: task completed normally with an exit code of 10; initiating job

cleanup and removal

.error

2015-05-19 20:11:42.851 (INFO ) [0x40000bfbdd0] 3369:tatu.runjob.client: scheduler job id is 264197
2015-05-19 20:11:42.853 (INFO ) [0x400005¢34d0] 3369:tatu.runjob.monitor: monitor started

2015-05-19 20:11:42.969 (INFO ) [0x400005¢34d0] 3369:tatu.runjob.monitor: task record 952637 created
2015-05-19 20:11:42.970 (INFO ) [0x40000bfbdd0] VST-22260-33371-32:3369:ibm.runjob.client.options.Parser:
set local socket to runjob_mux from properties file

2015-05-19 20:11:45.578 (INFO ) [0x40000bfbdd0] VST-22260-33371-32:1142676:ibm.runjob.client.Job: job
1142676 started

2015-05-19 20:11:59.554 (INFO ) [0x400005¢34d0] 3369:tatu.runjob.monitor: tracklib completed

2015-05-19 20:12:47.393 (INFO ) [0x40000bfbdd0] VST-22260-33371-32:1142676:ibm.runjob.client.Job: exited
with status 10

2015-05-19 20:12:47.393 (WARN ) [0x40000bfbdd0] VST-22260-33371-32:1142676:ibm.runjob.client.Job: normal
termination with status 10 from rank O

2015-05-19 20:12:47.393 (INFO ) [0x40000bfbdd0] tatu.runjob.client: task exited with status 10

2015-05-19 20:12:47.394 (INFO ) [0x400005¢34d0] 3369:tatu.runjob.monitor: monitor terminating

2015-05-19 20:12:47.397 (INFO ) [0x40000bfbdd0] tatu.runjob.client: monitor completed



runjob:
"To exit, or not to exit, that is the question...”

= Any rank has uncaught signal = Kill all ranks now*

= Any rank calls exit(0) = Wait for other ranks to call exit()

= Any rank calls exit(1) = Kill all ranks right now*
= Some rank calls exit(n) for n>1

— Default - wait for other ranks to call exit()
e Probably not what you expect. Program likely to deadlock.

— BG_EXITIMMEDIATLYONRC=1 - Kill all ranks right now*

*As soon as some rank(s) cause runjob termination, the other ranks
are killed, possibly before they have the opportunity to abort

— You may get fewer core files than you expect.



Lightweight core files

= When run fails, look for core files
— core.0, core.], etc.
= Lightweight core files
— One for each rank that failed before job teardown
— Contain stack backtrace in address form
— Decode to symbolic (useful!) form
" Environment settings to control core files
— http://www.alcf.anl.gov/user-guides/core-file-settings



Lightweight Core File Example

+++PARALLEL TOOLS CONSORTIUM LIGHTWEIGHT COREFILE FORMAT version 1.0
+++LCB 1.0

Program : /gpfs/vesta-home/rloy/src/test/idie

Job ID :1142376

Personality:
ABCDET coordinates : 0,0,0,0,0,0
Rank :0

Ranks per node :16
[...]
+++ID Rank: 0, TGID: 1, Core: 0, HWTID:0 TID: 1 State: RUN
***¥FAULT Encountered unhandled signal 0x00000006 (6) (SIGABRT)
General Purpose Registers:
[...]
Special Purpose Registers:
[...]
Floating Point Registers
[...]
Memory:
[...]
+++STACK
Frame Address Saved Link Reg
0000001fbfffb700 0000000001001848
0000001fbfffb8cO0 00000000010003e8
0000001fbfffb960 0000000001000438
[...]
---STACK
[...]



Decoding Lightweight Core Files

= bgq_stack [optional_exename] [corefile]

+++ID Rank: 0, TGID: 1, Core: 0, HWTID:0 TID: 1 State: RUN

0000000001001848
abort
/bgsys/drivers/V1R2M2/ppc64/toolchain/gnu/glibc-2.12.2/stdlib/abort.c:77

00000000010003e8
barfunc
/gpfs/vesta-home/rloy/src/test/idie.c:6

0000000001000438
foofunc
/gpfs/vesta-home/rloy/src/test/idie.c:12

0000000001000498
main
/gpfs/vesta-home/rloy/src/test/idie.c:19

[...]



coreprocessor

= Useful when you have a large set of core files
— Shows symbolic backtrace
— Groups ranks that aborted in the same location together
— Can also attach to a running job to take snapshot

= Location
— BG/Q: coreprocessor.pl is in your default PATH
e Attaching to running job does not require administrator
e coreprocessor -nogui -snapshot=<filename> -j=<jobid>
— Use the back-end (ibm.runjob) jobid from the .error file, not the Cobalt jobid
= Scalability limit
— Absolute maximum 32K ranks. Practical limit lower.
= |nstructions:

— BG/Q Application Developer Redbook
¢ http://www.redbooks.ibm.com/redpieces/abstracts/sg247948.html



coreprocessor window
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gdb

= Asingle gdb client can connect to single rank of your job
= BG/Q Limitations
— Each instance of gdb client counts as a “debug tool”

— Only 4 tools may be connected to a job
e At most 4 ranks can be examined

= Start a debug session using gsub —I (interactive job)
— qsub —I —qg default -t 30 —n 64
— See Redbook for more info on starting gdb with runjob

= gdb can also load a compute-node binary corefile
— Use extreme caution when generating binary corefiles

= Generally a parallel debugger (e.g. DDT) will be more useful
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Allinea DDT

Licensing
— 131K-process permanent license for all BG/Q hosts

— Full machine development license available
e Also supports Tukey

Add the softenv key “+ddt”

Compiling your code
— Compile —g -00
— Note: XL compiler option -gsmp=omp also turns on optimization
within OMP constructs. To override, use "noopt", e.g.

* -gsmp=omp:noauto:noopt
More details:

— http://www.alcf.anl.gov/user-guides/allinea-ddt
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Allinea DDT startup

= Run using remote client (RECOMMENDED)

— Download and install Mac or Windows "Remote client" from
http://www.allinea.com/products/download-allinea-ddt-and-allinea-map

— Optional: use ssh master mode so you only need log in once per session
e Note: supported on Mac OS/X; not supported in Windows <= XP (? for >XP)
e ~/.ssh/config
— ControlMaster auto
— ControlPath ~/.ssh/master-%r@%h:%p
=  Run from login node
— Need X11 server on your laptop and ssh =X forwarding

— Run ddt and let it submit job through GUI
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DDT Remote Client (0)

GUI looks just like the regular version

Remote Client [ 7 |

Run
Run and debug a program.

Attach
Attach to an already running program.

Open Core
Open a core file from a previous run.

Manual Launch (Advanced

Manually launch ti backend) yourself.
Options

Remote Launch:

| Off

Quit

Available Tools:

Allinea DDT Remote Only
. Allinea MAP Remote Only

Support  Tutorials  allinea.com

Allinea DDT 4.2-34404
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DDT Remote Client (1)

Select "configure” to add a new remote host

00 \ Allinea DDT 4.2-34404 |

dyiesipheserhe el

|l

N Run
” Run and debug a program.

Attach
Attach to an already running program.

Open Core
Open a core file from a previous run.

Manual Launch (Advanced)
Manually launch the backend yourself.
Options

Remote Launch:

rloy@cetus.alcf.anl.gov
rloy@mira.alcf.anl.gov
rloy@surveyor.alcf.anl.gov
rloy@tukey.alcf.anl.gov
rloy@vesta.alcf.anl.gov
rloy@vestalac1
rloy@vestalac1.pub.alcf.anl.gov
rloy@vestalac2

Available Tools:

Allinea DDT  Remote Only
. Allinea MAP Remote Only

Remote Client Support  Tutorials  allinea.com

Allinea DDT 4.2-34404 4




DDT Remote Client (2)

Note: this remote installation directory is the default
version of DDT, corresponding to +ddt
Click "Test Remote Launch" to verify

Host Name: your_username@cetus.alcf.anl.gov

How do | connect via a gateway (multi-ho;

Remote Installation Directory:  /soft/debuggers/ddt

Remote Script (optional): I
[ | Always look for source files locally

[ Test Remote Launch ]

[0k [ Cancel |

o__- 16



DDT Remote Client (3)

Now that it is defined, select remote machine

00

|l

. Allinea DDT 4.2-34404

Remote Client

dtesipresrbetrde it

~.__ Run
Run and debug a program.

Attach
Attach to an already running program.

Open Core
Open a core file from a previous run.

Manual Launch (Advanced
Manually launch the backend yourself.

Options

Remote Launch:

v Off [«

Configure...

rloy@tukey.alcf.anl.gov
rloy@vesta.alcf.anl.gov
rloy@vestalac1
rloy@vestalac1.pub.alcf.anl.gov
rloy@vestalac2

Available Tools:

Allinea DDT  Remote Only

“« Allinea MAP Remote Only

Support

Tutorials  allinea.com

Allinea DDT 4.2-34404

4
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DDT (4)
Connected (note License info in lower left corner)
From this point, remote GUI works same as local

Run
Run and debug a program.

Attach
Attach to an already running program.

Open Core
Open a core file from a previous run.

Manual Launch (Advan
Manually launch QS'be baclm yourself.
Options

Remote Launch:
rloy@cetus.alcf.anl.gov s ]

Quit

Available Tools:

. Allinea MAP Platiorm Unsupported

Licence Serial Number: 7184 E] Support  Tutorials  allinea.com

inea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anl.gov




DDT (5)

Click "Run” to start a debugging session

Licence Serial Number: 7184 E]

Run
> Run and debug a program.

Attach
Attach to an already running program.

Open Core

Open a core file from a previous run.
Manual Launch Mvaneofﬂ
Manually launch k backend yourself.
Options

Remote Launch:
rloy@cetus.alcf.anl.gov

Quit

Available Tools:

Allinea DDT  Support Expires 2014-12-17
. Allinea MAP Platiorm Unsupported

Support  Tutorials  allinea.com

Allinea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anl.gov
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DDT (6)

Remember to set working directory
Important! Enable the checkbox "Submit to Queue”
- click "Configure" and "Parameters” for additional settings

WS- -

\ Allinea DDT 4.2-34404

Licence Serial Number: 7184 7

Application: /gpfs/mira-home/rloy/src/apps/ddt/test/hellompi Details
Application: |/gpfs/mira-homelrloy/src/apps/ddtitest/hellompi Y[ 8 |
ts: | -
[ stdin file: v 8
Working Directory: |/gpfs/mira-homelrloy/src/apps/ddthest v 8 |
[(VIMPI: 8 processes, 1 node, 16 ppn, BlueGene/Q Details
Number of processes: 8 |§| Number of Nodes: 1 \;\
[V Processes per Node: 16 \EJ

Implementation: BlueGene/Q | Change... |

runjob arguments v |

| |OpenMP Details

| |CUDA Details

| |Memory Debugging Details...

[¥/Submit to Queue: Project=Performance, Wall Cloc  Configure... Parameters...

Environment Variables: none Details

Plugins: none Details

| Help | | Cancel | Support  Tutorials  allinea.com

V
Allinea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anl.gov
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DDT (6.1)

Job submission tab
Use submission template: /soft/debuggers/ddt/templates/alcf-bgq.qtf

0.0 » DDT - Preferences

Job Submission Settings

p— Q inai file: |/soft/deb Jalcf-bag.qtf m
— Submit command: *NUM_NODES_TAG -t WALL_CLOCK_LIMIT_TAG --mode script -A PROJECT_TAG |

Code Viewer Regexp for job id: |(\d+)

Cancel command: |qdel JOB_ID_TAG
. Appearance Display command: lqs1al
_ Number of processes (NUM_PROCS_TAG)

(s) Specify in Run window
O Calculate from number of nodes and processes per node

_ Number of nodes (NUM_NODES_TAG)

(s) Specify in Run window
() Caleulate from number of processes and processes per node

_ Processes per node (PROCS_PER_NODE_TAG)

(s) Specify in Run window
() Calculate from number of processes and number of nodes

()Fixed: 16 ||

Edit Queue Parameters...

(M Quick Restart
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DDT (6.2)

Remember to set your project

\» DDT - Preferences

Job Submission Settings

Submission template file: |/soft/debuggers/ddttemplates/alcf-bga.atf (=

Submit command: | NUM_NODES_TAG -t WALL_CLOCK_LIMIT_TAG —mode script -A PROJECT_TAG |
Regexp for jobid: | (\d+) |
Cancel command: |qdel JOB_ID_TAG |

Wall Clock Limit: 10 min
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DDT (7)

Job must go through queue

A

Your job has been submitted to the queue. Allinea DDT will continue automatically once the job has been started.

JobID

User

WallTime

Nodes

State

Location

261856
264656
264657
266872
266899
266906

267144
|Seamh (%K) | 267159
267160

aksenova
mati
mati
rrahaman
zhong
bshipman
baip
sameer
sameer

00:15:
01:00:
01:00:
02:00:
01:00:
01:00:
01:00:
01:00:
01:00:

oo
00
oo
oo
oo
oo
oo
oo
0o

4
512
512
4
256
2
512
4
4

user_hold
user_hold
user_hold
queued
queued
queued
running
queued
queued

None
Nore
None
None
Nore
None
CET-00040-33371-512
Nore
None

Waiting for job '267163' to start...

Cancel

Allinea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anl.gov




DDT (8)

When job starts running, connection status will show

KN Ws) \ Allinea DDT 4.2-34404 ]

[Search (38K)

o8 .

Processes ready: o | ]_

Other: 2014-05-21 13:14:21.181 (INFO ) ([Oxfffb694cl10] 33338:tatu.runjob.client: sct
Other: 2014-05-21 13:14:21.183 (INFO ) [Oxff£82403500] 33338:tatu.runjob.monitor: mc
Other: 2014-05-21 13:14:21.183 (INFO ) [O0xfffb694cl10] CET—00000-11331—128:33338:ib!||

[ Input... | Break.. Wat

Allinea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anl.gov
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DDT (9)
Ready to debug!

totale=i;

1f (1(4%200))
total2+=i;

bar(i);

total=total-1;
)

int main(int argc, char ‘argv())
| I

int ret;

int myrank, nprocs;
int inbuf, outbuf;
MPI_Request req;
MPI_Status status;

ret=M2I_Init(4argc,argy);
if (ret!=MPI_SUCCESS)
{
fprintf (stderr, "MPI_Init() failed\n");

abort();
)

YEr=MST Comm rank (MPT COMM WORTN. myrani) :

Ready Connected to: rloy @cetus.alcf.anl.gov
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Questions

= See also
— http://www.alcf.anl.gov/user-guides/mira-cetus-vesta

— support@alcf.anl.gov
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