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gb Globus and the research data lifecycle
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£ Who uses it and for what?

Researchers

— Data sharing, transfer, archiving, upload,
download, ...

Research data portal operators
— Data upload, download

Operators of experimental facilities
— Data delivery, data replication

Campus computing administrators
— Research acceleration, resource management
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£ L ab Data Service Goals

A uniform data fabric across the lab
... With seamless access to large data...

... for use in computation, collaboration
and distribution ...

... that is project focused and self
managed ...

... and is described and discoverable
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£ Using Petrel

 Documentation and request for allocation
— petrel.alcf.anl.gov

* Project based allocation
— 100 TB
— Self-managed by PI
— Low administrator overheads

 Current Usage
— 17 projects
— Largest distribution group
o 88 collaborators

— Largest project store
o 205 TB
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