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SCIENCE DIRECTOR’S MESSAGE

The arrival in July of our newest supercomputer, a Cray XC40 system called
Theta, doubled the ALCF’s production computing capabilities from one
petascale machine to two, added an Intel-based architecture to the mix, and
opened up exciting new opportunities for our user community.

All of the science and code development projects that participated in Theta’s
Early Science Program, expertly administered by Deputy Director of Science
Tim Williams, reported significant performance gains. More than half of these
projects—selected for their ability to stress-test the machine’s infrastructure
for a broad range of applications—are already seeing science results.

Meanwhile, Mira has continued to help deliver scientific achievements. A
National Cancer Institute team perfected a technique that accurately computes
the 3D structure of RNA sequences—giving researchers a window into these
complex biological polymers that are fundamentally involved in health and
disease, and a leg up in the fight for better treatments and cures.

The ALCF’s powerful computing resources garner considerable attention for
their vast potential to advance knowledge and innovations. Simulation

has brought a new way of doing science, but in many ways still serves the
traditional pillars of science that are theory and experiment.

We and others in the HPC community are now rethinking the role that computation
plays in scientific discovery. The intersections of simulation, data analytics,
and machine learning are becoming more and more ubiquitous. The ALCF Data
Science Program is but one effort aimed at improving a wide range of data
science techniques for an evolving computing ecosystem. These projects, which
you will read about in the following pages, are using both production and
experimental resources, new workflows, and machine learning to probe large-scale
experimental and observational data.

As a scientist, | am eager to see what capabilities future generations of systems
will bring: what boundaries we can push and what problems we can solve
as we press on toward achieving exascale capabilities. We are preparing to
enter a new era in scientific computing together, and | am thrilled to be part of
this organization’s future breakthroughs.

Lastly, | am also mindful of the amazing staff we have supporting the science at
the ALCF. Each member of our staff performs a role that is critical to our users’
ability to achieve their goals. Since assuming the role of director of science,
I’'ve had more opportunities to interact with the amazing teams that keep our
resources running and our users productive.

Thank you for taking the time to read and learn about our efforts in this year’s
science report.

e —d

Katherine Riley

Director of Science
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ARGONNE LEADERSHIP
COMPUTING FACILITY

The ALCF provides supercomputing
resources and expertise to help the
research community accelerate the
pace of discovery and innovation.

Image caption: ALCF opens its doors to visiting
researchers, workshop attendees, and the
general public for facility tours and hands-on
demonstrations.
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ALCF

Our
Facility

The Argonne Leadership Computing Facility was
established at Argonne National Laboratory in 2006 to
provide state-of-the-art computing capabilities to the
research community to pursue major discoveries and
innovations through open science.

ALCF computing resources are 10 to 100 times more
powerful than systems typically used for scientific research
and are open to researchers in academia, industry, and
government laboratories. The ALCF is supported by the
U.S. Department of Energy Office of Science, Advanced
Scientific Computing Research Program.
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Our
People

Operations

The Operations Team manages and supports all ALCF
computing systems, network infrastructure, storage,

and systems environments, ensuring that users have stable,
secure, and highly available resources to pursue their
scientific goals. This team also creates accounts for users,
provides technical support to research teams, and
generates documentation to communicate policies and
procedures to the user community.

Science

The Science Team works directly with users to maximize
and accelerate their research efforts on the facility’s
computing resources. With multidisciplinary domain
expertise, a deep knowledge of the ALCF computing
environment, and experience with programming methods
and community codes, the Science Team ensures that
users are scientifically productive.

Outreach

The Outreach Team communicates the work conducted at
the ALCF to a wide range of audiences through reports,
promotional materials, science highlights, tours, and
educational activities. This team also connects the ALCF
with industry, coordinates user training events, and
conducts user surveys.



Our
Resources

ALCF resources include advanced computing capabilities,
visualization hardware, software, and network infrastructure
to meet the needs and priorities of its users.

Production Systems

Theta

Theta is a 9.65-petaflops Cray XC40 system based on

Intel processors and Cray interconnect technology, a new
memory architecture, and a Lustre-based parallel

file system, all integrated by Cray’s HPC software stack.

Mira

Mira is a 10-petaflops IBM Blue Gene/Q machine equipped
with 786,432 processors, 768 TB of memory, and IBM’s 5D
torus interconnect.

Cooley

Cooley has a total of 126 compute nodes; each node has
12 CPU cores and one NVIDIA Tesla K80 dual-GPU card.
Cooley is coupled to ALCF’s production supercomputing
environment and is used to analyze and visualize the data
produced by these systems.

Support Resources

Cetus

Cetus is an IBM Blue Gene/Q and shares the same software
environment and file systems as Mira. Cetus is primarily
used to debug problems.

Vesta
Vesta is an IBM Blue Gene/Q used for testing and
development.

lota
lota is a Cray XC40 used for testing and development.

Theta, the ALCF’s newest production system, is based on the second-generation
Intel Xeon Phi processor and Cray’s high-performance computing software stack.

Disk Storage

Mira has access to ~27 PB of GPFS file system capacity with
performance of 240 GB/s on the largest file system (19 PB).
Theta has access to ~18 PB of GPFS/Lustre file system
capacity; 9 PB is GPFS and 9.2 PB is Lustre. The Lustre file
system performance was benchmarked at ~240 GB/s.

Tape Storage

The ALCF has three 10,000-slot libraries using LTO 6 tape
technology. The LTO tape drives have built-in hardware
compression for an effective capacity of 36—60 PB.

Networking

The ALCF connects to other research institutions using up to
100 Gb/s of network connectivity. Scientists can transfer
datasets to and from other institutions over fast research
networks, such as the Energy Science Network (ESNet)
and Internet2.

Testbeds

Through Argonne’s Joint Laboratory for System Evaluation,
the ALCF provides access to next-generation hardware
and software to explore low-level experimental computer
and computational science, including operating systems,
messaging, compilers, benchmarking, power measurements,
I/0, and new file systems. These include:

Intel Xeon Phi Knights Landing
Cluster

AppliedMicro X-C1 Server
Development Kit Plus
Cray Urika-GX Analytics Platform NVIDIA DGX-1

IBM Power System S822LC IBM Elastic Storage Server GL6

ALCF SCIENCE 2017 05



ALCF

Accessing ALCF
Resources

As a national user facility dedicated to open science, any
researcher in the world with a large-scale computing
problem can apply for time on ALCF computing resources.

Researchers gain access to ALCF systems for computational
science and engineering projects, typically with awards of
millions of core-hours, through competitive, peer-reviewed
allocations programs supported by the DOE and Argonne.

The ALCF also hosts competitive, peer-reviewed application
programs designed to prepare key scientific applications
and innovative computational methods for the architecture
and scale of ALCF supercomputers.

Application Programs

ADSP

The ALCF Data Science Program (ADSP) provides allocations
on ALCF resources for big data projects that require the
scale and performance of leadership computing resources.
ADSP projects focus on developing and improving data
science techniques and can either achieve a science goal
or implement a technology needed to support data science.

ESP
As part of the process of bringing a new supercomputer into
production, the ALCF conducts an Early Science Program
(ESP) to prepare applications for the architecture and scale
of the new system. The ESP projects represent a typical
system workload at the ALCF and cover key scientific areas
and numerical methods.

06 ALCF.ANL.GOV

Allocation Programs

The following chart shows the breakdown of the three allocation
programs on Mira.

INCITE  60% I
ALCC  30% I

DD 10% I

INCITE

The Innovative Novel Computational Impact on Theory
and Experiment (INCITE) program invites proposals for
large-scale, computationally intensive research projects
to run at the ALCF. The INCITE program awards sizable
allocations on some of the world’s most powerful
supercomputers to address grand challenges in science
and engineering.

ALCC
The ASCR Leadership Computing Challenge (ALCC) program
allocates computational resources at the ALCF for projects
directly related to the DOE’s energy mission, for national
emergencies, or for broadening the community of researchers
capable of using leadership computing resources.

DD
Director’s Discretionary (DD) projects are dedicated to
leadership computing preparation, INCITE and ALCC
scaling, and application performance to maximize scientific
application efficiency and productivity on leadership
computing platforms.



2017 INCITE by Domain
3.53 Billion Core-Hours

I Biological Sciences

A Chemistry

Computer Science

A Earth Science

EH Engineering
Materials Science

Physics

2017 ALCC by Domain
1.75 Billion Core-Hours

B Biological Sciences

A Chemistry

Computer Science

A Earth Science

EH Engineering
Materials Science
Energy Technologies

EH Physics

EEl Mathematics

Note: ALCC data are from calendar year 2017.

3%
7%
1%
18%
13%
25%
33%

3%
5%
9%
9%
9%
19%
1%
34%
1%
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REDEFINING HPC

The ALCF helps researchers achieve
significant breakthroughs in science
and engineering, while also advancing
the nation’s efforts to develop future
exascale computing systems.

Image caption: Reconstructed cerebrovascular
network of the mouse brain using synchrotron
microtomography.

Image credit: Joseph A. Insley, Argonne National
Laboratory
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REDEFINING HPC

Preparing for Exascale

The ALCF is part of a broader community working to
achieve a capable exascale computing ecosystem for

scientific discoveries.

Every time computing power increases by large factors, new
benefits open up to the scientific research community. The
benefits of exascale computing—computing capability that
can achieve at least a billion billion operations per second—is
the next waypoint in high-performance computing. The value
of exascale computing is primarily in the applications that
it will enable, which include fundamental science, industrial
design, and health.

Achieving speeds 50 to 100 times more powerful than the
nation’s fastest supercomputers in use today is a significant
challenge. To be useful to a wide spectrum of applications, in
addition to peak speed, supercomputers need to have large
memories and the ability to store and read vast quantities of
data at high speed, and a software environment that facilitates
its efficient and productive use.

ALCF researchers lead and contribute to several strategic
activities, including DOE’s Exascale Computing Project
(ECP), that aim to push the boundaries of what’s possible in
computational science and engineering.

In addition to enabling traditional supercomputing applications
at the exascale, the ALCF seeks to contribute to the
emerging convergence of supercomputing, big data analytics,
and machine learning across a wide variety of science and
engineering domains and disciplines to address problems
of national significance.

10 ALCF.ANL.GOV

Exascale Computing Project

The DOE launched the ECP in 2016 as part of a coordinated
effort to achieve the next generation of HPC and to accelerate
scientific discovery and economic competitiveness.

This seven-year project aims to advance all aspects of the
computing ecosystem: application development, software
technology, hardware technology, exascale systems, and
workforce development. The long-term benefit of this
approach will be a thriving ecosystem of capable, U.S.-based,
exascale computing products, and scientists and engineers
with expertise in using them.

The ECP is a collaboration among the nation’s six premier
computing labs with funding from the DOE Office of Science
and the National Nuclear Security Administration.



AURORA

In 2015, the DOE announced major investments in
the nation’s leadership computing program and
put several computing centers on a fast track
to exascale computing capabilities. Under the joint
Collaboration of Oak Ridge, Argonne, and
Lawrence Livermore (CORAL) initiative, the ALCF
will build a next-generation supercomputer, known
as Aurora.

ALCF SCIENCE 2017
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REDEFINING HPC

Targeting Big Data

The ALCF Data Science Program is a pioneering initiative
aimed at improving computational methods to advance
data-driven discoveries across all scientific disciplines.

In 2016, the ALCF launched an initiative to explore new ways
to foster data-driven discoveries, with an eye to growing

a new community of HPC users. The ALCF Data Science
Program (ADSP), the first of its kind in the leadership
computing space, targets users with ‘big data’ science
problems and provides millions of core-hours on ALCF
resources, along with staff support, a dedicated postdoc,
and training.

The outcomes of these projects—whether to achieve a
specific science goal, or to implement a specific technology
needed to support data science—focus on proving, and
improving, data science techniques that can exploit powerful
computing resources to root out significant findings from
massive datasets being generated by large-scale simulations,
observations, and experiments.

12 ALCF.ANL.GOV

ADSP projects employ leadership-computing systems and
infrastructure to explore, prove, and improve a wide range
of data science techniques:

uncertainty quantification pattern recognition

statistics image processing

machine learning graph analytics

deep learning data mining

databases real-time data analysis

complex and interactive workflows




ALCF Data Science
Program Projects

Advancing the Scalability of LHC Workflows to Enable
Discoveries at the Energy Frontier

PI NAME Taylor Childers
INST Argonne National Laboratory

This project is developing an end-to-end workflow to
manage the data motion and payload execution of ATLAS
detector simulations on ADSP resources. This work will
increase the analysis reach of LHC scientists and lead to
new discoveries in particle physics.

Data-Driven Molecular Engineering of Solar-Powered
Windows

PI NAME Jacqueline M. Cole
INST University of Cambridge

This project aims to develop a new material-by-design
methodology by using natural language processing,
machine learning, and data mining in conjunction with
large-scale simulation and experiments. This synergistic
approach will enable the discovery of new light-absorbing
dye molecules for the development of solar-powered
windows that have the potential to power buildings in an
entirely energy-sustainable fashion.

ADSP Project: Leveraging Non-Volatile Memory, Big Data, and Distributed Workflow
Technology to Leap Forward Brain Modeling. Fabien Delalondre, Blue Brain, EPFL
Image credit: Nicolas Antille, Blue Brain, EPFL

Large-Scale Computing and Visualization on the
Connectomes of the Brain

PI NAME Doga Gursoy
INST Argonne National Laboratory

This project will enable extreme-scale, data-centric pipelines
for brain science. The scalable workflows, focused on
analysis and visualization of experimental data, will help
researchers gain invaluable knowledge about disease
models, such as Alzheimer’s, autism spectrum disorder, and
many others. Additionally, the insights gleaned will enable
transformative advances in neuromorphic computing.

Leveraging Non-Volatile Memory, Big Data, and Distributed
Workflow Technology to Leap Forward Brain Modeling

PI NAME Fabien Delalondre
INST Blue Brain Project, EPFL

This project is developing a computational workflow that
will integrate new data storage paradigms, run times,
and big data technology. This work will enable the simulation
and analysis of brain tissue models at unprecedented scales,
paving the way for future brain research and neuroscience
breakthroughs.

ALCF SCIENCE 2017 13



REDEFINING HPC

Delivering on Day One

The ALCF'’s Early Science Program is designed to help
prepare scientific applications for the architecture and scale
of the facility’s new supercomputers.

The Leadership Computing Facility and other DOE-supported
computing centers deploy some of the most powerful
computers and fastest networks in the world. These machines
are largely unique, built in collaboration with leading HPC
vendors, to offer greater processing power for less energy
per flop.

The Early Science Program prepares key applications for
each new supercomputer during the critical period between
installation and production. The program, the first of its
kind in the nation, provides researchers with early access to
the new architecture and allows technical staff to prepare
the machine to deliver science on day one.

14 ALCF.ANL.GOV

Early Science teams, whose projects cover key scientific
areas and numerical methods, work with ALCF staff and
technical vendors to adapt their codes to the architecture
and scale of the new machine. Collectively, the projects
also represent a typical system workload at the ALCF, allowing
vendors and staff to solidify the libraries and infrastructure
as the project teams run real science campaigns.

Each Early Science Program instance is slightly different:
Mira’s consisted of 16 science projects and consumed nearly
2 billion core-hours in the few months between acceptance
and production. Theta’s program supported science
projects with pre-production allocations for science runs, and
six code development projects. Aurora’s, now underway
supports 10 science projects and also encourages application
code portability among heterogeneous architectures.



Aurora Early Science
Program Projects

The Aurora program provides 10 diverse science teams
with dedicated time on Theta to do code development
work and to conduct real science runs targeted at a new
system that will deliver at least 20 times the computational
performance of Mira.

The project teams attend training sessions and work closely
with staff and vendors Intel and Cray to adapt their
high-performance codes to Aurora’s future architecture. The
teams also have access to training and hardware at the Oak
Ridge Leadership Computing Facility and the National Energy
Research Supercomputing Center to promote application
code portability among heterogeneous architectures.

Benchmark Simulations of Shock-Variable Density
Turbulence and Shock-Boundary Layer Interactions with
Applications to Engineering Modeling

PINAME Sanjiva Lele
INST Stanford University
CODE SU2, PadeOps

What do inertial confinement fusion (ICF) and supersonic
aircraft have in common? Both involve the flow of gases

in extreme conditions, including shock waves and turbulence.
This project advances scientific understanding of variable
density turbulence and mixing, including shock interactions
and near-wall effects. These apply to the mixing of the
fuel capsule surface with the imploding plasma in ICF, and
shock interaction with fuel streams in a supersonic jet engine
as a way to improve combustion.

Aurora ESP Project: Extending Moore’s Law Computing with Quantum Monte
Carlo. Anouar Benali, Argonne National Laboratory.
Image credit: Olle Heinonen, Argonne National Laboratory

Design and Evaluation of High-Efficiency Boilers for Energy
Production Using a Hierarchical V/UQ Approach

PINAME Martin Berzins
INST The University of Utah
CODE Uintah

This project simulates and evaluates the design of a
next-generation, 1,000 MW advanced coal boiler that is ultra
supercritical. In a coal-fired power plant, this design promises
to reduce the boiler footprint 50 percent, saving costs
and improving efficiency (53 percent efficiency, compared
with traditional-boiler 35 percent efficiency), and also
reducing CO, emissions by 50 percent relative to a traditional
boiler. Simulations on Aurora using the Uintah asynchronous
many-task software incorporates validation and uncertainty
quantification (V/UQ), predicting thermal efficiency

with uncertainty bounds constrained by observed data.
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Aurora ESP Project: Extreme-Scale Cosmological Hydrodynamics. Katrin Heitmann,
Argonne National Laboratory
Image credit: Silvio Rizzi and Joseph A. Insley, Argonne National Laboratory

Extending Moore’s Law Computing with Quantum
Monte Carlo

PI NAME Anouar Benali
INST Argonne National Laboratory
CODE QMCPACK

For decades, massively parallel supercomputers have reaped
the benefits—predicted by Moore’s Law—of the relentless
increase in density of components on chips, which also
rapidly improved performance of PCs and smartphones. In
this project, supercomputing returns the favor by attacking

a fundamental materials problem impacting the latest and
future chips: electrical current leakage through the HfO,-silicon
interface. HfO, is used widely as a dielectric in Si-CMOS
chips like the Aurora CPUs. Simulating this problem with the
highly accurate quantum Monte Carlo method is only now
becoming computationally possible with supercomputers
like Aurora.

Extreme-Scale Cosmological Hydrodynamics

PINAME Katrin Heitmann
INST Argonne National Laboratory
CODE HACC

This project simulates large fractions of the universe, including
not only gravity acting on dark matter, but also baryons (which
make up visible matter such as stars) and gas dynamics
using a new, smoothed particle hydrodynamics method.
These simulations are deeply coupled with guiding

and interpreting observations from present and near-future
cosmological surveys.
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Aurora ESP Project: Extreme-Scale Unstructured Adaptive CFD. Kenneth Jansen,
University of Colorado Boulder

Image credit: Kenneth Jansen, University of Colorado Boulder; Michel Rasquin,
Cenaero and University of Colorado Boulder

Extreme-Scale Unstructured Adaptive CFD

PINAME Kenneth Jansen
INST University of Colorado Boulder
CODE PHASTA

This project uses unprecedented high-resolution fluid
dynamics simulations to model dynamic flow control over
airfoil surfaces at realistic flight conditions and to model
bubbly flow of coolant in nuclear reactors. Synthetic jet
actuators, tiny cavities with speaker-like diaphragms that
alternately expel and intake air, can alter and control
airflow across surfaces such as plane tail rudders, allowing
much stronger force (turning force, for a rudder). The
project uses multiphase flow modeling to simulate realistic
reactor geometries with far more accuracy than today’s
state of the art, yielding valuable information on thermal
management to improve the safety of existing light-water
reactors and inform the design of next-generation systems.

Free Energy Landscapes of Membrane Transport Proteins

PINAME Benoit Roux
INST The University of Chicago and Argonne National Laboratory
CODE NAMD

Membrane transport protein molecules play key roles in
cellular biology functions. This includes natural processes
as well as drug delivery and drug resistance. How these

“molecular devices” perform their function is extremely complex.
The proteins move into dramatically different conformations
in the process. Modeling the myriad possibilities with
atomistic molecular dynamics, even using the best statistical
approaches, is at the forefront of what’s possible. These
calculations on Aurora will advance that front.



Aurora ESP Project: Metascalable Layered Materials Genome. Aiichiro Nakano, University of Southern California
Image credit: Aravind Krishnamoorthy, University of Southern California

High-Fidelity Simulation of Fusion Reactor Boundary Plasmas

PINAME C.S. Chang
INST Princeton Plasma Physics Laboratory
CODE XGC

The behavior of plasma at the outer edge of a tokamak
fusion reactor is critically important to the success of future
fusion reactors such as ITER, now under construction in
France. Misbehavior at the edge can lead to disruptions
bombarding a small area of the divertor plates—metal
structures at the bottom of the tokamak designed to absorb
ejected heat—at levels beyond which the divertor material
can withstand. This project uses particle simulations of the
plasma, including impurities and the important magnetic
field geometry at the edge, to predict behavior of ITER plasmas
and to help guide future experimental parameters.

Lattice Quantum Chromodynamics Calculations for Particle
and Nuclear Physics

PINAME Paul Mackenzie
INST Fermilab
CODE USQCD codes

This project delivers calculations urgently needed by
experimental programs of high energy and nuclear physics,
based on the computational methods of lattice quantum
chromodynamics (lattice QCD). QCD embodies our most
fundamental understanding of the strong nuclear force
and associated particles, a key component of the more
general Standard Model of particle physics. In high energy
physics, lattice calculations are required to extract

the fundamental parameters of the Standard Model (such
as quark masses) from experiment. Evidence for physics
beyond the Standard Model can be discovered if
discrepancies are found between different methods for
determining these parameters.

Metascalable Layered Materials Genome

PI NAME Aiichiro Nakano
INST University of Southern California
CODE NAQMD, RMD

Functional materials, as the name implies, have behaviors
useful in science and industry. There is great interest today
in engineering materials to have desired behaviors.

One approach involves stacking extremely thin layers of
different materials to achieve a complex molecular interplay
throughout the stack. The resulting behavior of the stack
cannot be explained by traditional theories and can only be
predicted by directly simulating the layers as collections

of molecules interacting with each other. Massive quantum
mechanical and reactive molecular dynamics simulations

on Aurora will be validated by experiments on the same
materials using a free-electron X-ray laser.

NWChemEx: Tackling Chemical, Materials, and
Biochemical Challenges in the Exascale Era

PINAME Thomas Dunning
INST Pacific Northwest National Laboratory
CODE NWChemEx

The NWChemEx code is providing the framework for
next-generation molecular modeling in computational
chemistry and for implementing critical computational
chemistry methods. This project applies it to two problems
in the development of advanced biofuels: design of
feedstock for efficient production of biomass; and design
of new catalysts for converting biomass-derived chemicals
into fuels.

ALCF SCIENCE 2017 17
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Theta Early Science

M Theta ESP Project: Direct Numerical Simulations of Flame Propagation in
Prog ra m PrOJ ects Hydrogen-Oxygen Mixtures in Closed Vessels. Alexei Khokhlov, The University
of Chicago
Image credit: Marta Garcia and Joseph A. Insley, Argonne National Laboratory

The Theta program awarded substantial allocations and Direct Numerical Simulations of Flame Propagation
support to six science projects and six code development in Hydrogen-Oxygen Mixtures in Closed Vessels
projects. The Early Science teams also had access to

. . s . PI NAME Alexei Khokhlov
Theta-generation hardware in Argonne’s Joint Laboratory st The University of Chicago
for System Evaluation for code optimization, testing, CODE  HSCD

i ff .
and debugging efforts The goal of the project is to perform direct numerical

Most of the science teams immediately reported significant  simulations (DNS) of flame propagation experiments in

performance gains on the new Intel-Cray architecture. Several hydrogen-oxygen mixtures in spherical containers. DNS of

of the projects also produced significant science results. the entire experimental apparatuses will be carried out to
bypass the traditional steps of extracting the laminar flame
speed values from the experimental data and to eliminate
the associated uncertainty of the measured laminar flame
velocity. Instead, the simulations will directly validate
the existing chemical reaction mechanisms, and thermal
and species diffusion models. They will also provide
a combined sensitivity analysis of flame acceleration in
hydrogen-oxygen mixtures on reaction constants and
microscopic transport parameters of the mixture at varying
ambient pressure and temperature—crucial for carrying
out quantitative first-principles predictions of the flame
acceleration and the deflagration-to-detonation transition
(DDT) in hydrogen mixtures.

IMPACT  First-principles understanding and quantitative
prediction of flame acceleration and DDT in hydrogen are

important for the industrial and public safety of hydrogen
fuels and certain types of water-cooled nuclear reactors.
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Theta ESP Project: First-Principles Simulations of Functional Materials for Energy Conversion. Giulia Galli, The University of Chicago and Argonne National Laboratory
Image credit: Nicholas Brawand, The University of Chicago

First-Principles Simulations of Functional Materials
for Energy Conversion

PINAME Giulia Galli
INST The University of Chicago and Argonne National Laboratory
CODE Qbox, WEST

This project investigates the properties of nanostructured
materials for use in solar and thermal energy conversion
devices. For solar cell materials, the team is focusing on
group IV and lII-V nanoparticles with a variety of ligands that
are currently being tested experimentally. For thermoelectric
and solar-thermal applications, the team is focusing on
silicon-based clathrates, recently shown to exhibit promising
solar and thermoelectric properties, and on solar perovskites.

IMPACT  This project is focusing on materials exhibiting
complex structures on multiple length scales. Researchers
hope to predict the electronic and thermal properties of
these materials using a theoretical framework that combines
ab initio molecular dynamics with accurate electronic
structure methods.

Free Energy Landscapes of Membrane
Transport Proteins

PINAME Benoit Roux
INST The University of Chicago and Argonne National Laboratory
CODE NAMD

Membrane transport proteins are a unique class of
macromolecular biological systems that play a critical role
in numerous aspects of cell function. A distinct feature

of those molecular processes is the existence of large
conformational changes, often in response to, or in
concert with, the surrounding chemical environment. A
complete understanding of how these proteins carry out
their function will thus rely heavily on characterizing these
transitions. This project will use atomistic computational
models to determine the free energy landscape

of large-scale conformational transitions for two P-type
membrane proteins. The necessary simulations will
build upon existing structural data from crystallography
and provide meaningful connections to measurements on
real, dynamical systems.

IMPACT An atomistic picture of membrane transport
proteins is a critical component for understanding a broad
range of biological functions. This work will utilize
computational models to provide both detailed visualizations
of large protein motions, as well as quantitative predictions
into the energetics of these processes.
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Theta ESP Project: Large-Scale Simulation of Brain Tissue. Fabien Delalondre, Blue Brain Project, EPFL
Image credit: Blue Brain Project, EPFL

Large-Scale Simulation of Brain Tissue: Blue Brain
Project, EPFL

PI NAME Fabien Delalondre
INST Blue Brain Project, EPFL
CODE CoreNeuron

This project will be used to advance four critical scientific
applications. The first consists of performing simulations on
the order of a few neocortical columns, each including
31,000 neurons and about 37 million synapses. The second
and third rely on the simulation of the electrical activity

of the rodent somatosensory cortex with morphologically
detailed neurons. The fourth consists of simulating the
electrical activity of the largest possible brain model for several
seconds of biological time.

IMPACT ~ Creating data-driven brain tissue models is a novel
method in the scientific repertoire. With this project,
researchers are advancing simulation tools, widening the
ability for scientific questions on brain plasticity, and
triggering valuable discussions with the HPC community.
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Next-Generation Cosmology Simulations with HACC:
Challenges from Baryons

PI NAME Katrin Heitmann
INST Argonne National Laboratory
CODE HACC

Today, and in the near future, simulating galaxy formation from
first principles remains an intractable task. Therefore,
researchers have to rely on so-called subgrid models that
allow them to include a range of astrophysical effects in
the simulations. The modeling approach relies heavily on
empirical findings. With this project, the team has two aims:
to further the understanding of astrophysical processes by
confronting detailed simulations with the newest observations,
and to enable reliable modeling of baryonic physics. The
second aim, informed by the first, provides an approach to
mitigate possible contamination of cosmological results
due to baryonic effects. The researchers are exploring a range
of well-motivated subgrid models and extracting observational
signatures.

IMPACT By confronting new observations with sophisticated
simulations, this research furthers the understanding of
astrophysical processes on small scales. At the same time,
this work disentangles these processes from fundamental
physics and therefore helps mitigate one of the major sources
of systematic uncertainties for upcoming cosmological surveys.



Scale-Resolving Simulations of Wind Turbines with SU2. Juan J. Alonso, Stanford University

Image credit: Ramesh Balakrishnan, Argonne National Laboratory

Scale-Resolving Simulations of Wind Turbines
with SU2

PINAME Juan J. Alonso
INST Stanford University
CODE SuU2

The purpose of this project is to create a large-eddy
simulation (LES) database of various turbine settings. The
long-term goal is to use the kinematic simulation (KS)
approach to study fatigue loading of wind turbines as a
complex function of many environmental parameters,
including wakes of upwind turbines in the wind farm. As input
to develop KS models, researchers need a number of
simulations of single and multiple turbine settings using LES.

IMPACT  Completion of this project will result in a simulation
capability that can be used to design better wind turbines and
to lay out large wind farms with maximum energy extraction
and improved turbine fatigue life.

Code Development Projects

Advanced Electronic Structure Methods for Heterogeneous Catalysis and
Separation of Heavy Metals

PINAME Mark Gordon
INST lowa State University
CODE GAMESS

Electronic Structure-Based Discovery of Hybrid Photovoltaic Materials on
Next-Generation HPC Platforms

PI NAME Volker Blum
INST Duke University
CODE FHI-aims, GAtor

Extreme-Scale Unstructured Adaptive CFD: From Multiphase Flow to
Aerodynamic Flow Control

PI NAME Kenneth E. Jansen
INST University of Colorado Boulder
CODE PHASTA

Flow, Mixing, and Combustion of Transient Turbulent Gaseous Jets in Confined
Cylindrical Geometries

PI NAME Christos Frouzakis

INST Swiss Federal Institute of Technology, Zirich

CODE Nek5000

Quantum Monte Carlo Calculations in Nuclear Theory

PI NAME Steven Pieper

INST Argonne National Laboratory

CODE GFMC

The Hadronic Contribution to the Anomalous Magnetic Moment of the Muon
PINAME Paul Mackenzie

INST Fermilab
CODE MILC, CPS
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The ALCF is accelerating scientific
discoveries in many disciplines,
ranging from chemistry and engineering
to physics and materials science.

Image caption: Diffusion Monte Carlo spin density
difference between bulks of potassium-doped nickel
oxide and pure nickel oxide, showing the effects
of substituting a potassium atom (center atom)
for a nickel atom on the spin density of the bulk.
Image credit: Anouar Benali, Olle Heinonen,
Joseph A. Insley, and Hyeondeok Shin, Argonne
National Laboratory
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Large-Scale Computing and Visualization on the
Connectomes of the Brain

PINAME Doga Gursoy and

Narayanan Kasthuri
INST Argonne National Laboratory
HOURs ADSP

30 Million Core-Hours

Image caption: Reconstructed cerebrovascular
network of the mouse brain using synchrotron
microtomography.

Image credit: Joseph A. Insley, Argonne National
Laboratory
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CHALLENGE Through the ALCF Data Science Program, a new initiative targeted
at big data problems, this project is developing a large-scale data and
computational pipeline that integrates exascale computational approaches for
understanding brain structure and pathology. Initial studies will focus on

the reconstruction of mice brains utilizing novel imaging and analytical tools to
image, for the first time, at the level of individual cells and blood vessels.

APPROACH The team will use X-ray microtomography, a high-resolution 3D
imaging technique, to analyze the brain of a petite shrewmouse at submicron
resolutions, providing a detailed picture of blood vessels and cell bodies. An
electron microscope then will allow for the capture of all the synaptic
connections between individual neurons at small targeted regions guided by
the X-ray microtomography.

Data provided by these images will require the development of reconstruction,
segmentation, and analysis tools, and their seamless integration onto
large-scale computing systems. To meet this goal, researchers currently are
focused on tweaking their codebase on advanced Intel architectures.

In addition, they are introducing scalable workflows focused on analysis and
visualization of experimental data, such as the RhoAna framework, a machine
learning-based technique.

These combined techniques will, for the first time, allow researchers to compare
potential organizational patterns across brains to determine which are genetic
and which are unique.

RESULTS Existing codebases were run effectively on the ALCF’'s Cooley system
using an MPI-based master/worker model. The team developed benchmarking
tools to evaluate the performance of these applications.

Benchmarking efforts have focused on making it easy to rapidly explore
combinatoric build and run options, while automating analysis. This led to
the packaging of code for use in the Spack package manager framework.

IMPACT The images produced by this work will provide a clearer
understanding of how even the smallest changes to the brain play a role in the
onset and evolution of neurological diseases, such as Alzheimer’s and autism,
and perhaps lead to improved treatments or even a cure.
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Evaluation of a 1,000 MW Commercial Ultra-Supercritical

Coal Boiler

PINAME Martin Berzins
INST The University of Utah
Hours INCITE

280 Million Core-Hours

Image caption: Mixing of the gases generated during
the combustion process in a two-cell pulverized
coal boiler. All of the inlet jets in the left cell are blue
(0); all in the right are red (1). The green region
represents the interaction of the gases between
each cell.

Image credit: Ben Isaac, The University of Utah

CHALLENGE Pulverized coal power plants currently account for 39 percent of the
power on the grid in the United States. The desire to develop more fuel-efficient
and cleaner coal boilers is driving the power generation industry to use
computational simulations to investigate the accelerated adoption of new boiler
designs and technologies. This INCITE project simulates and evaluates cleaner,
next-generation ultra-supercritical coal boiler designs from General Electric
(GE), through the DOE National Nuclear Security Administration-funded Carbon
Capture Multidisciplinary Simulation Center at the University of Utah.

|n

APPROACH The model for the study is GE’s 60-meter tall “twin-fireball” boiler,
which is stoked when coal and air are injected from a main windbox, and over-fire
air (OFA) is injected from above. Large-eddy simulations (LES) of different OFA
configurations will validate and further improve the boiler design.

The studies rely on LES-based codes in the scalable Uintah open-source
framework, which is comprised of computational components that simulate
turbulent combustion and address fluid-structure interaction problems at the
largest computational scales possible on Mira. The team also integrated the PIDX
I/0 data format, which resulted in a significant improvement in I/O times, allowing
them to output data at more frequent intervals.

RESULTS Four large simulations of this GE boiler provided detailed results on
the performance of its design. Analysis indicated that a significant fraction of
energy is removed in the convection pass of the boiler, suggesting that the energy
distribution at the furnace outlet planes is important. The results also have
provided a better understanding of the complex multiphysics occurring in these
large boilers. Comparisons with experiments indicated good overall agreement
between simulations and experiments for relevant quantities of interest.

Additional INCITE hours allowed the team to simulate a new boiler using an
oxygen-rich chemistry. The 500 MW high-efficiency ultra-supercritical oxy-coal
power boiler operates at an efficiency of up to 53 percent, compared to the
overall U.S. average of about 30 percent.

IMPACT Results demonstrate the role that LES simulations can have on
analysis and design of massive operational commercial boilers. They can also
serve as design tools for future systems that can operate at much higher
efficiencies with the potential to dramatically impact CO, levels for a highly
available carbon-based fuel.
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anatase TiO,[101]

Molecular Modeling of Hot Electron Transfer for Solar
Energy Conversion

PINAME Hanning Chen CHALLENGE Charge carriers that are driven out of thermal equilibrium by

INST George Washington University — excessive kinetic energy are vibrationally excited electrons, or hot carriers.

HOURs ALCC While they are beneficial in photovoltaic devices, carrier-collecting electrodes
16 Million Core-Hours can rapidly cool the hot carriers, resulting in a substantial loss of solar energy.

But thermally insulated hot carriers can reach a maximum photon conversion
Image caption: Driving vibrational mode (orange  efficiency of 66 percent, doubling that of conventional solar cells. Researchers

arrows) that promotes interfacial electron injection . d | . . I | | f h ol
from a photo-excited perylene-3-carboxylic acid to aim to develop a vibrationally resolved electron transfer theory to facilitate

an anatase TiO, [101] surface. ultra-efficient photovoltaic conversion in emerging hot-carrier solar cells.
Image credit: Hanning Chen, George Washington
University APPROACH To promote the development of new methods for solar energy

conversion through computer-aided optimization of photon-electron coupling,
several first-principles methodologies have been developed to model
photo-excited electrons. This includes the functional mode electron transfer
theory, which identifies the driving vibrational mode for an electron transfer
process between any pair of reactant and product states.

The team will conduct thermodynamic integration simulations to determine the
energy diagram of the interfacial hot electron injection. Specifically, they will
construct 11 thermodynamic integration windows along an ascertained reaction
coordinate to determine both the electron injection driving force and its
associated reorganization energy. The ultimate goal is to reveal the dependence
of the electron injection rate on the incident wavelength under non-thermalized
conditions, paving the way for systematic design of hot-carrier solar cells.

RESULTS The team has successfully calculated the diabatic energy gap of 5,000
snapshots of titanium oxide (TiO,)-bound perylene-3-carboxylic acid that were
randomly extracted from a 1.0 ns ab initio molecular dynamics trajectory followed
by functional mode analysis (FMA). Results of an FMA calculation helped identify
the reaction coordinate of the photo-induced electron injection from the perylene
dye to a TiO, semiconductor. A ring-tethering vibrational mode with an effective
angular frequency of 984 cm-1 was found to promote the interfacial photo-induced
electron injection. Its thermal relaxation rate of 0.8 ps-1was also determined by a
phonon scattering simulation, suggesting that it could be outpaced by the ultrafast
electron injection under non-thermalized conditions.

IMPACT The new methodology will enable computer simulations of hot electron
transfer at various sensitizer/semiconductor interfaces, and deliver a more
complete picture of solar energy harvesting when adjoined with other condensed
phase theories. Ultimately, the research will pave the way for the systematic
design of hot-carrier solar cells.
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Modeling of Intense X-ray Laser Dynamics in

Nanoclusters

PINAME Phay Ho
INST Argonne National Laboratory
HOURs ALCC

10 Million Core-Hours

Image caption: High-intensity X-ray free-electron
laser pulses exciting 1s electrons in sucrose
sugar clusters in coherent X-ray diffractive imaging
experiment.

Image credit: Phay Ho, Argonne National Laboratory

CHALLENGE High-brightness X-ray free-electron laser (XFEL) pulses provide
researchers with unprecedented tools to follow the dynamics of atoms and
electrons with atomic spatial resolution. However, the intensities of the XFEL
pulses also exhibit a strong interaction with the targeted sample, inducing
complex dynamics. This project aims to develop a quantitative and predictive
understanding of X-ray matter interactions in nano-sized heterogeneous systems
at high intensities, then characterize the complex phenomena that emerge.

APPROACH The challenges associated with tracking the motion of particles and
evolution of electronic configurations are addressed with a novel Monte Carlo/
molecular-dynamics (MC/MD) simulation algorithm implemented in the simulation
code LAMMPS. The quantum nature of the initiating ionization process is
accounted for by an MC method to calculate probabilities of electronic transitions
and track the transient electronic configurations explicitly.

Researchers modeled the scattering response of large sugar balls (sucrose
molecular clusters with sizes reaching 50 nm in diameter) in the soft X-ray
regime that includes and exceeds the water window. The sucrose clusters were
irradiated with intense XFEL 180-fs pulses. MC/MD calculations were employed to
investigate the X-ray processes as a function of pulse parameters and cluster size.

RESULTS Analysis revealed the important role of resonant excitation in the
molecular scattering response in the water window. In particular, a high-intensity
XFEL pulse can efficiently enable quantum excitation processes that promote
electrons from the 1s quantum orbital to the 2p excited orbital in the oxygen atom/
ion. These processes provide additional ionization pathways which, combined
with the long pulse duration, lead to substantial reduction in the scattering
power of sugar clusters.

After extending the 180-fs calculation to photon energies below 530 eV, and
adding calculations for 5-fs pulse durations, calculations showed that resonance
excitation channels are suppressed at photon energies below 530 eV. They
also predict that the reduction of scattering signals will only be exhibited over
a narrow energy range in the water window.

IMPACT This novel simulation method will facilitate the efficient investigation
of the truly multiscale nature of complicated processes in heterogeneous
systems. Results will further establish the applied methodology suitable for
next-generation leadership computing resources, and provide predictions and
new concepts to support and guide current and future XFEL experiments.

ALCF SCIENCE 2017 27



.
SCIENCE COMPUTER SCIENCE

High Performance Computing Applications

Application Communication Pattern
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Topology Mapping
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Network Topology Query Intra-Node Topology Query
Service/Library Library (i.e. hwloc)
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Interconnection Network <> Compute Nodes

Topology Mapping of Irregular Applications

PINAME Zhiling Lan

INST lllinois Institute of Technology

HoURs Director’s Discretionary
250,000 Core-Hours

Image caption: Graphical representation of
hierarchical task mapping for parallel applications on
supercomputers.

Image credit: Zhiling Lan, lll