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HPC Development Solutions from Linaro

/
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Performance

Linaro MAP Linaro Englnee_rlng for
Eff Performance Reports any architectu re,
e B oortc anc At a glance, single-page
analy::)sv:g;::ﬂﬁ:s and application’performance, at any Scale
summary.
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DDT Supported Platforms

Intel Compiler ACfL NVHPC IBM XL Compiler Python
[ —

Intel (x86-64) AMD (x86-64) arm (aarch64) CPU Architecture

3  Argonne Leadership Computing Facility o T O




DDT UI

1 Process controls

2 Process groups

3 Source Code view

4 Variables

5 Evaluate window

6 Parallel Stack

7 Project files

8 Find a file or function

4 Argonne Leadership Computing Facility

File Edit Yiew Control Jools Window Help

b » A

* FoCus on cures
512 processes (0-511)
Currently selected
256 processes (0.2.4.6,8,10,12,14.16.18.20.... (256 total))
1n ocesses (0.3.6,9,12,15,18.21,.24,.27.30,... (171 total))
Progect Fles £ helloc X f he X
sprintfimessage,

~ W Apphication Code

nad7adc280108
ad7adc280208

Paused: 512
1 (on comp00O, pid 1003)

Paused: 256

Paused: 171

my rank);

PI_CHAR, dest,

strien{message) + 1,

(source = 1 source < p; irce++) {

printf( iti
MPI Recv(messa
rintf(

, Source);
ge, 8, MPI CHAR, sour tag, MPI

message) ;

beingWatched+s;

y 4

Input/Output Breakpoints Watchpoints

main (hello.c: 148)

Tracepaoints Tracepaint Output Logbook

Name
w Name

tag, MPI

OMM WORLD

Evaluate

bigArray(3]

my

X+

rank

Y

Current Line

Current Stack

Value

1
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Linaro DDT Debugg

5

InputOuput | Breabpoins | Wakhpoins | Tracepoins  TrecepointOuut | iacs A1) |

vhone {0085 ) ) | MR B Jl N3 jeol H_“ 28 mod

vhone 19081 " 1L s —— 1 kmax pez

vhone 1085 mype _1 N3 jeol H_‘ 28 mod

vhone 19081 ks =—— 1 kmax pez

12,14:17,2223,12

919, ranks
vhone £085 o mype "[ 2RI ol .H_‘ M8 md

vhone 19081 , |k =1 kmax pez

shall se © Program Stopped
' Processes 0-3:

Memory error detected in main (hello.c:118):

func2(); null pointer dereference or unaligned memory access
fprintf(stderr, "I

Note: the latter may sometimes occur spuriously if guard pages are

i =7 enabled
beinghiatched = 1; Tip: Use the stack list and the local variables to explore your program's

current state and identify the source of the error.

test.anotherLi
test.c = 'p’
beingwatched

Detect read/write beyond array bounds

Argonne Leadership Computing Facility

er Highlights

Al1lL

© Program Stopped

(nunpe
MPL S Process O:
NPT R

Old vale: 0
ue: 1074700400

how thic window for watchpants

1o
priatt 12 ¥ Continue Pouse Pauze Al

(argc —
(v =8; 1 < 5I7F N; 1++)
(

printt {

Stop on variable change

Memory Usage for “all* groep (16:4%-16)

J> Continue ‘

Frocess stopped st watchpaint "rank® in man [watchmatnix.c:45)

1,

¢ hello.c ‘

A\ This file is newer than your program. Please recompile then restart your debugging session.
43 else
test=-1;

41 E void func3()

void* i = (void*) 1;

Left click to add a breakpoint on line 50

typeThree test;
typeThree* t2;
int i;

Static analysis warnings on code errors

Detect stale memory allocations
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Debugging Intel Xe GPUs

Debug code simultaneously on the GPU and the CPU

Controlling the GPU execution:
All active threads in a Sub-group will execute in

lockstep. Therefore, DDT will step16 threads at a time.

Play/Continue runs all GPU threads
Pause will pause a running kernel

Key (additional) GPU features:
Kernel Progress View
GPU thread in parallel stack view
GPU Thread Selector
GPU Device Pane

Kernels must be compiled with the -g and -O0 flags

6 Argonne Leadership Computing Facility

Al o]

(<] (5] e]
(8 ] ae | [so] 1] sz 3 ][54 [s5 |56

Create Group

Project Files

® __anona07db4f60102(autc
F 7anonaO7db4f60202(amI
® __anona07db4f60302(aut
® __anona07db4f60402(aut
® __anona07db4f60502(aut
® __anona07db4f60602(aut
® main() :int

® ValueSame(float a,float b)

® VerifyResult(float (* c_bac

. matrix_mul_sycl....

Current Line(s) | Locals |
cout << "Device: " << g.get_device().get_info<info::devic (<]5]
// Create 2D buffers for matrices, buffer c is bound with A“’;b”‘:"o""&e
buffer<float, 2> a_buf (range (M, N)); otel(R) Data Center G
buffer<float, 2> b_buf(range(N, P)); IDs
buffer c_buf (reinterr float *>(c_back), range (M, Cores
cout << "Problem size: c(" << M << "," <K P ") = a(" <
<< ") * b(" KK N << "," << P << ")\n";
// Using three command groups to illustrate execution ordwl
// first two command groups for initializing matrices is
// efficient way. It just demonstrates the implicit multi:
// execution ordering.
// Submit command group to queue to initialize matrix a
g.submit ([&] (auto &h) {
// Get write only access to the buffer on a device.
accessor a(a_buf, h, writeionly);
// Execute kernel.
h.parallel for(range(M, N), [=](auto index) {
// Each element of matrix a is 1.
a[index] = 1.0f;
3
3

// Qubhmit ~ommand oarain ta miene tna initialize matriv h

Input/Output | Breakpoints | Watchpoints | Stacks (Al) (IlCHEIREE N Tracepoints | Tracepoint Output | Logbook | [x]5) Evaluate

06

Kernel Processes
main::{lambdaauto:... 0-11

:{lambda(auto:... 0-11

[] not scheduled [ scheduled [l selected

Kernel Progress View Value

— 150
— 300
— 600

Progress

How do | interpret GPU kernel progress? [Type: const int

Current Stack (elJUIEIITEY

GPU Devices

PU Max 1550
1
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Parallel Stack View

Input/Out... | Breakpo... | Watchpoi... @S e G Kernel Progress V... Tracepo... | Tracepoint Out... | Logb..

(x5 Stacks (Process 0)
Threads GPU Thread Function

1 39734 main::{lambda(auto:1&)#1}::operator()<sycl::_V1::handler>(sycl::_V1::handler&) cc
1 7680 main::{lambda(auto:1&)#2}::operator()<sycl::_V1::handler>(sycl::_V1::handler&) cons

11 161  main:{lambda(auto:1&)#2}::operator()<sycl::_V1::handler>(sycl::_V1::handler&) cor

7664 main::{ /home/rshand/examples/matrix_mul_sycl.cpp:76

o_mam(mathernel Zialoaip U threads

<<<(0,0,0),(128,0,0)>>> ...<<<(0,0,0),(135,0,0)>>> (8 threads)
<<<(0,0,0),(128,1,0)>>> ...<<<(0,0,0),(135,1,0)>>> (8 threads)

7 Argonne Leadership Computing Facility

Display location and number of threads

Display location and number of threads

Click ltem:
Select GPU Thread
Update variable display
Move source Code Viewer

Tooltip displays:

GPU Thread Ranges
Size of each range

AAAAAAAAAAAAAAAAAA



Python Debugging

Debug Features
Sparklines for Python variables
Tracepoints
MDA viewer
Mixed language support

Improved Evaluations:
Matrix objects
Array objects
Pandas DataFrame
Series objects

Python Specific:
Stop on uncaught Python exception
Show F-string variables
Mpidpy, NumPy, SciPy

ddt --connect mpiexec -n 8 python3

%allinea_python_debug% ./mmult.py

8 Argonne Leadership Computing Facility

® >

00 Linaro DDT - Linaro Forge 23.1
_— : s
~n B 4 O 0N B E B It IR
Current Group:  All '$| Focus on current: ® Group Process Thread

Al Lo ][+ ][2][s][a][s][e][7]

Create Group

X 9 Project Files 2 mmult... Locals Current Line(s) Current Stack
124 if mr == 0: X =2 Locals
Search (%K) R 125 if fortran style array order: Name | Value
- 126 mat_a = numpy.ndarray(shape=(sz, sz), dtype='d', order='F') v
a 127 mat_b = numpy.ndarray(shape=(sz, sz), dtype='d', order='F') > comm R
N Ismr.py 128 mat_c = numpy.ndarray(shape=(sz, sz), dtype='d', order='F') filename "res_Py...
129 else: f
ortran_style_array_... [ False
> Isqr.py 130 mat_a = numpy.ndarray(shape=(sz*sz), dtype='d', order='C') . g o
a 131 mat_b = numpy.ndarray(shape=(sz*sz), dtype='d', order='C') > intercomm Interco...
> @ lzma.py 132 mat_c = numpy.ndarray (shape=(sz*sz), dtype='d', order='C') kernel "c"
133 .
: > mat_a numpy....
> @ machinery.py ® 134 PESAE(" { } :@Initializingfmatrices. .. " SfOrmat(me)) - Py
> B main.py 135 minit (sz, fortran_style_array order, mat_a) v mat_b ndarray...
> @ matfuncs.py 136 mJ:.n:lt (sz, fortran_style array order, mat_b) [0] 0.0
137 minit (sz, fortran style array order, mat c) [1000]
> @ matfuncs.py 138 - - - -
. . 139 print ("{}: Sending matrices".format (mr)) [100] 0.0
] 140 for i in range(l, nproc): [101] 0.0
. 141 # Get a slice from the mat_a and mat_c matrix [102] 0.0
142 if fortran style array order:
] 143 mat_a_slice = mat_c[:, i*mslice_r: (i+l)*mslice_r] [103] Y
N memmap.py 144 mat_c_slice = mat_c[:, i*mslice r:(i+l)*mslice r] aEEEE——
il Y .
Input/Output  Breakpoints Watchpoints Stacks (All) Tracepoints Tracepoint Output Logbook @* = Evaluate
* 8 Stacks (All) Name | value
Processes | Function ~ | mslice o 512
1 (N - <module> (allinea_ddt_trace.py:155) nproc [ 8

1M - main (allinea_ddt_trace.py:140)
1 - <module> (mmult.py:215)
1 main (mmult.py:134)
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DDT in offline mode

You can run the debugger in non-interactive mode

For long-running jobs / debugging at very high scale
For automated testing, continuous integration...

To do so, use following arguments:
S ddt --offline --output=report.html mpirun ./jacobi_omp_mpi_gnu.exe

--offline enable non-interactive debugging

--output specifies the name and output of the non-interactive debugging session
(HTML or Txt)

Add --mem-debug to enable memory debugging and memory leak detection

ddt --offline -o jacobi_omp _mpi_ gnu_debug.txt \

--trace-at _jacobi.F90:83,residual \

mpiexec ./jacobi_omp mpi gnu.exe

Argonne Leadership Computing Facility T O



MAP and Performance Reports Supported Platforms

Intel Compiler ACTL NVHPC IBM XL Compiler Python
t———

Intel (x86-64) AMD (x86-64) arm (aarch64) CPU Architecture
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Linaro Performance tools

Gather a rich set of data
Analyses metric around CPU, memory, |10, hardware counters, etc.

Commercially Possibility for users to add their own metrics
supported by Linaro

Build a culture of application performance & efficiency awareness
Analyses data and reports the information that matters to users

Accurate and Provides simple guidance to help improve workloads’ efficiency

Astute insight

Adds value to typical users’ workflows
Define application behaviour and performance expectations
Integrate outputs to various systems for validation (eg. continuous integration)

Relevant advice Can be automated completely (no user intervention)
to avoid pitfalls

Argonne Leadership Computing Facility T O



9 Step guide for optimising code

Optimizing high performance applications

Improving the efficiency of your parallel
software holds the key to solving more
complex research problems faster.

This pragmatic, 9. Step best practice guide,
will help you identify and focus on
application readiness, bottlenecks and
optimizations one step at a time.

Analyze before you optimize
BUQS Measure all performance aspects.
® Correct application You can't fix what you can't see.

Prefer real workloads over artificial tests.

Vo

Verification

. . @ Validate corrections and
Vectorization optimal performance

Understand numerical intensity
and vectorization level.

Cores

Discover synchronization

® Hot loops, unvectorized code and

overhead and core utilization GPU performance reveleaed

® Synchronization-heavy code and
implicit barriers are revealed

® Reveal lines of code bottlenecked by
memory access times.

® Trace allocation and use of hot data
structure

Communication
Workloads Track communication performance.
Detect issues with balance. @ Discover which communication calls
® Slow communication calls and are slow and why.

® Discover lines of code processes.
spending a long time in I/O. Dive into partitioning code.

® Trace and debug slow access
patterns.

e —— e
Key :O Linaro Forge ==
(0] Linaro Performance Reports ‘ 2 — 9 :
\ S
g™

Argonne Leadership Computing Facility
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Linaro Performance Reports

arm
PERFORMANCE
REPORTS

mpiexec.hydra -host node-1,node-2 -map-by
socket -n 16 -ppn 8 ./Bin/low_freq/../../Src//hydro
-i
./Bin/low_freq/../../../../Input/input_250x125_corner.nml
2 nodes (8 physical, 8 logical cores per node)

15 GiB per node

16 processes, OMP_NUM_THREADS was 1

node-1

Thu Jul 9 2015 10:32:13

165 seconds (about 3 minutes)

Bin/../Src

Summary: hydro is MPI-bound in this configuration

Compute 20.6%
Gy

16.2%

A breakdown of the % 1/0 time:

Time in reads %
Time in writes 100.0%
Effective process read rate  0.00 bytes/s

Effective process write rate 1.38 MB/s

Most of the time is spent in write operations with a very low
effective transfer rate. This may be caused by contention for the
filesystem or inefficient access patterns. Use an |I/O profiler to
investigate which write calls are affected.

Time spent running application code. High values are usually good.
This is very low; focus on improving MPI or 1/O performance first

Time spent in MPI calls. High values are usually bad.
This is high; check the MPI breakdown for advice on reducing it

Time spent in filesystem /0. High values are usually bad.
This is average; check the 1/0 breakdown section for optimization advice

Argonne Leadership Computing Facility
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Linaro Performance Reports Metrics

A breakdown of the % CPU time:
Single-core code

OpenMP regions

Scalar numeric ops

Vector numeric ops

Memory accesses 78.1%

The per-core performance is memory-bound. Use a profiler to
identify time-consuming loops and check their cache
performance.

No time is sp¢g [\/] P|

compiler's ve
be vectorized!  of the 41.3% total time spentin MPI calls:
Time in collective calls 100.0% 1
Time in point-to-point calls 0.0%
Estimated collective rate 4.07 bytes/s |1 N
Estimated point-to-point rate 0 bytes/s |

All of the time is sff OpenMP
This suggests a sig
synchronization ov| A breakdown of th time in OpenMP regions:

MPI profiler. ) )
Computation
Synchronization
Physical core utilization
System load

Significant time is spent synchronizing threads in parallel regions.
Check the affected regions with a profiler.

This may be a sign of overly fine-grained parallelism (OpenMP
regions in tight loops) or workload imbalance.

Argonne Leadership Computing Facility

A breakdown of how the % total I/0 time was spent:
Time in re=

Time in

Memory

Per-process memory usage may also affect scaling:

Peak write
A breakdown of how the

Mean file CPU %
Mean metq System %
Mean node power LIW

Peak node power 98.0W

2D

 Wh was used

gl()lll!l(dl]l time Is spent waiting for memory accesses. RP(III(III()

the clock frequency could reduce overall energy usage.

Argonne 4
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MAP Capabilities

MAP is a sampling based scalable profiler

Built on same framework as DDT
Parallel support for MPIl, OpenMP, CUDA
Designed for C/C++/Fortran

Designed for ‘hot-spot’ analysis
Stack traces
Augmented with performance metrics

Adaptive sampling rate
Throws data away - 1,000 samples per process
Low overhead, scalable and small file size

Argonne Leadership Computing Facility

Profiled: clover leaf on 32 processes, 4 nodes, 32 cores er process) Sampled from: Tue Nov 8 2016 07:59:11 (UTC) for 408.1s

Application activity
L

CPU floating-point
319%

Memory usage
149 MB

07:59:11-08:05:59 (408.109s): Main thread compute 2.0 %, OpenMP %, MPI 19.1 %, File I/O 8.6 %, Synchronisation

F hydro.fo0 X

PdV (.FALSE.)
Cycles per instruction
Input/Output | Project Files = OpenMP Stacks | O 0.83

OpenMP Stacks
overheac CPU Cycles

51.5G/s

Total core time A MPI

39.7% s essene  [DCOECEUM Instructions

61.5G/s

L2 Cache Accesses
379 M /s

Showing data from 32,000 samples taken over 32 proc
L2 Cache Misses

125 M /s

AAAAAAAAAAAAAAAAAA



MAP Highlights

pmpute 76 %, MPI 24 %, File |/

Find the peak memory use

Sleeping

f (pe /= 0)

all MPI_SEND(a, size

from=1,nprocs-1
MPI_RECV(b, si
j=1,50; b=sqrt(b
nt *,"Answer fro

WP BARRIER(MPI COMM

I (pe == 8) print fle
) iterations=1,2
a(:) = 1000.0"real(pe+2

Fix an MPI imbalance

Hide Metrics...

% | CPU floating-point 0 %; Zoom “1 :

Make sure OpenMP regions make sense

Argonne Leadership Computing Facility

Input/Output | Project Files = Main Thread Stacks | Functions
ain Thread Stacks
otal core time  ~ MPI Function(s) on line

= CallActionsSeparatedConcerns [inlined]...
= Call [inlined]

=hemelb::net::IteratedAction::CallActi...

elb::extraction::PropertyWrite...

80.3% I  80.3% PMPI File write at
<0.1% %6 others
<0.1% #1 other

howing data from 32,768 samples taken over 512 processes (64 per process)

Remove 1?0 bottleneck

Improve memory access

{

mmult(size, nproc, mat a, mat
res += A[i*size+k]*B[k*size+j]

.
!
-

Restructure for vectorization

Argonne 4
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GPU profiling

File Edit View Metrics Window Help
Profiled: mixed-cpu-gpu on 3 processes, 1 node, 3 cores (1 per process) Sampled from: Mon Feb 28 21:22:24 2022 for 6.1s Hide Metrics...

Profile

Supports both AMD and Nvidia GPUs
Able to bring up metadata of the profile

Main thread activity

GPU utilization
67.7 %

GPU memory usage Lot

N Mixed CPU [green] / GPU [purple] application

GPU memory utilization

0 _ _ — CPU time waiting for GPU Kernels [purple]

—_—

21:22:24-21:22:30 (6.131s): Main thread compute 31.2 %, MPI 7.3 %, Accelerator 61.4 % Zoom %1 =

100

GPU Kernels graph indicating Kernel activity

™ mixed-cpu-gpu.cpp X

e | GUI information
1Input/Output Project Files ~ Main Thread Stacks  Functions = GPU Kernels ’ GUI iS ConSiStent acrOSS platforms

GPU Kemels 3
* GPU Kemels Zoom into main thread activity
~ & mixed-cpu-gpu [program] GPU: line-level information is not available for ROCm kernels
28.1% @ MatrixMulHIP

Ranked by highest contributors to app time

Showing data from 900 samples taken over 3 processes (300 per process) + Main Thread View

Argonne Leadership Computing Facility T O



Python Profiling

Profiled: python3.5 on 2 processes, 1 node, 2 cores (1 per process) Sampled from: Wed Jan 30 2019 18:49:21 (UTC) for 45.1s Hide Metrics...

19.0 adds support for Python cPu fesing ot |

33%

Ca” StaCkS POSIi(IT/o()k:Zterate
Time in interpreter e

MPI point-to-point
3.77 k calls/s

. | :
WO rkS Wlth M P I 4 PY 18:49:21-18:50:06 (45.068s): Main thread compute 42.5 %, MPI 48.4 %, File I/O 3.8 %, Python interpreter % Zoom A I

* diffusion-fv-2d.py X Time spent on line 74

Usual MAP metriCS = BreakdownoftheBB.B%timeZ:

spent on this line:

Executing instructions
Calling other functions

Source COde VieW i 74 u : o e - Executing Python code o
Mixed language support

1Ll I‘H\ 1 I\III\IIIIII ::I" 1‘ “l-\

I R 1

[l 1}
4

Input/Output | Project Files | Main Thread Stacks | Functions
Main Thread Stacks

Total core time A MPI Function(s) on line Source Position
. . = & python3.5 [program]
Note: Green as operation is on numpy 5/ diffusion-fv-2d.py . glffuswnffzzg Pyl
. iffusion-fv-2d.py:169
array, so backed by C routine, not 38.3% i okl mota e _multiply, array... — (un[xLowsxxhiah, il
) . 28.5% pohinis e sy it b # halo m, rank diffusion-fv-2d.py:77
Python (WhICh WOUId be plnk) Showing data from 2,000 samples taken over 2 processes (1000 per process) Arm g & Main Thread View

map --profile mpiexec -n 2 python ./diffusion-fv-2d.py

A
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Compiler Remarks

Annotates source code with compiler remarks —
wave_openmp.c:207 __kmpc_fork_call will not be inlined into update

Remarks are extracted from the compiler optimisation report wave_openmp.c:167 because its definition is unavailable [inline]

Compiler remarks are displayed as annotations next to your source code
wave_openmp.c:207 __kmpc_fork _call will not be inlined into update
wave_openmp.c:167 because its definition is unavailable [inline]

Colour coded

Their colour indicates the type of remark present in the following priority order:
Red: failed or missed optimisations

O wave openmp.c:207 6 virtual registers copies 1.756000e+01 total

copies cost generated in function [regalloc]

Green: successful or passed optimisations wave_openmp.c:207 'update.omp_outlined debug_ ' inlined into
N . i 'update.omp_outlined wave_openmp.c:207": always inline attribute at
White: information or analysis notes callsite update.omp_outlined:0:1; [inline]
Compiler Remarks menu ® wave_openmp.c:207 96 stack bytes in function [prologepilog]
Specify build directories for non-trivial build systems ® wave_openmp.c:207 80 instructions in function [asm-printer]

Filter out remarks

((first + j - ) (first + j - 1 == tpoints))
newval [J | - 0.0;

do math(j});

}

}

A
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MAP Thread Affinity Advisor

Global (launcher) environment variables
List of Environment Variables which were

set at launch which might be relevant to
how threads are distributed.

Launch Command:

srun -n 16 python3 /global/t i forg

ining/perfor Jmmult.py -s 3072

Process Command: Select an individual process

Global (launcher) environment variables:

Exemplar node's topology (shading shows process affinity bindings):

Data taken at: Finalization

Snapshot Selector
Change at which point of a run the Affinity data is
shown (Library Load, Initialisation, Finalization).

Exemplar Nodes

Selectable list of exemplars,
allowing ability to switch data
between nodes of a run. Nodes
with similar affinity/structures are
merged.

OpenMP | Submission Script = Other Machine
SLURM_CPUS_PER_TASK 16 q .
Package Available exemplar nodes:
SLURM_NPROCS 16 nid004343 (0 similar nodes)
SLURM_NTASKS 16
SLURM_TRES_PER_TASK cpu:16
o E e E e e
[ it [ ) ] | e | | o | e
Core Core
o3 Processes on exemplar node:

Process-specific env vars

Rank 0 (PID 1166384) -

Rank 1 (PID 1166385)

List of Environment Variables which
might affect the affinity of a given

Process-specific env vars (ranks 0,4):

Rank 2 (PID 1166387)

Processes List

List of processes (by MPI rank) of
the selected exemplar. Shows the
key for the node topology diagram

Commentary:

[ERROR] nid004343, ranks 0-15 (processes 1 384-1166385 63 38 639 66393-1166394 9 64

compute thread. e.g. threads

91and

CEDLES () TEEEES) and selecting one shows all threads
SLURMD_DEBUG 2(r Rank 4 (PID 1166391) - for the process.
SLURM_CPU_BIND quig Rank 5 (PID 1166393)
SLURM_CPU_BIND_LIST 0x0
SLURM_CPU_BIND_TYPE mas Threads in selected processes:
SLURM_CPU_BIND_VERBOSE quie ¥ pthread (LWP 1167177) 000-¢
SLURM_DISTRIBUTION bloc ¥ pthread (LWP 1166919) 000-¢ Threads List
SLURM_GTIDS 01, ¥ Main thread (LWP 1166384) 000-( List of all threads for the selected

process. Selecting threads

SLURM_LAUNCH_NODE_IPADDR 128 ¥ pthread (LWP 1167181) 032- highlights which cores they are
SLURM_LOCALID 4 ¥ pthread (LWP 1166929) 032-¢- bound to in the topology view.
SLURM_MPI_TYPE cray ’ NUMANode #2 Main thread (LWP 1166391) 032-Q-
= = (¢ iple items

1664 4 413) contain at least one compute thread which has an overlapping thread affinity mask with another

[INFORMATION] nid004343, nurﬁber of lhreéds allocated to node may be less than ideal. 48 are currently allocated, but consider using 128 (1 per core) for improved utilization.

20

Commentary

A list of commentary, providing information and
advice on Memory Imbalance, Core Utilization etc.

Argonne Leadership Computing Facility
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Differences between two profiles

21

MAP Diff allows comparisons of two MAP profiles, useful for
identifying performance changes between different
parameters, compilers, libraries and systems.

Use the alignment points view (1) to line up phases of
execution.

Compare metric graphs of the two profiles (2), including
metric summaries for each.

See gaps in activity in the source code viewer (3) and stacks
views (4), including OpenMP Regions View, Functions View,
Library view and GPU Kernels/Memory Transfer View.

Alignment  ° @
Bokus Current o =

Main thread activity

' Memory usage

125 MB (-10.2 MB)

CPU floating-point
1
52.8 % (+13.5 %)

12:24:08-12:25:09 (61.575s): Main thread compute 56.1 %, MPI 43.9 %, Sleeping % Zoom %1 :=

Argonne Leadership Computing Facility

¥ Help

Linaro MAP - Linaro Forge 25.0

for 46.5s Sampled from: Wed Feb 5 12:24:08 2025

Alignment

Points

Main thread activity

Memory usage
125 MB (-10.2 NB)
CPU floating-point

52.8 % (+13.5 %)

0
12:24:08-12:25:09 (61.575s): Main thread compute 56.1 %, MPI 43.9 %, Sleeping

T slow.fo0 [read-only] X T slowf90 X

imbalance
& 12 o
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Debug with DDT on Aurora

mpicxx —-fsycl —g -00 <application> -o <application—-name>
gsub -1 select=2 -1 walltime=30:00 -1 filesystems=flare -A <account> —-q <queue> -1

. /soft/compilers/oneapi/2025.1.0/debugger/2025. 1/env/vars.sh

https://docs.alcf.anl.gov/aurora/debugging/ddt—aurora/#invoking—-the-ddt-server—from—aurora

ddt ——np=24 —--connect ——mpi=generic ——mpiargs="——ppn 12 ——envall" ./<application>
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https://docs.alcf.anl.gov/aurora/debugging/ddt-aurora/#invoking-the-ddt-server-from-aurora

Cheat sheet (Polaris)

Training material

1. Getting the examples
google-drive
tar -xf linaro-forge-training.tar.gz

2. Set the path to the forge training folder
export FORGE_TRAINING=<path_to_training_folder>

Forge Client (On local machine)

Install Forge client https.//www.linaroforge.com/downloadForge

Running with a batch script
gsub $FORGE_TRAINING/submit-polaris.sh
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Interactive Session
gsub -| -I select=1 -| filesystems=home:eagle -

walltime=0:30:00 -q alcf_training -A alcf_training

module use /soft/modulefiles
module load forge cray-cti/2.19.0

Forge commands

ddt --connect  # Reverse connect

ddt --offline # Run DDT without GUI
map --profile  # Profile without GUI

perf-report # Generate Performance Report

Guides

Forge userguide



https://drive.google.com/drive/folders/1B4jZUxS7UprXsvTDaQFib2BGolodZIbc?usp=drive_link
https://www.linaroforge.com/downloadForge
https://docs.linaroforge.com/23.1/html/forge/forge/index.html

The Forge GUI and where to run it

mycluster-login

mydesktop

gsub

Compute Nodes
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Remote connection to Polaris

I_ i n a rO ( Remote Launch Settings
Forge

Connection Name: polaris

Run and debug a program. Host Name: username@polaris.alcfanl.gov

o already runi How do | connect via a gateway (multi-hop)?
ach to an already running program.
/ I—l naro Remote Installation Directory: |/soft/debuggers/forge-24.0.5|

& D DT Open a core file from a previous run.

Manually launch the backend yourself.

Remote Script: Optional

Linaro Private Key: Optional
=

M A P OPTIONS

Remote Launch:
Configure... KeepAlive Packets: Enable

Always look for source files locally

Interval:

Get trial licence
Support

inaroforge.com

Test Remote Launch

@ Remote Client ?

N
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Debugging (Polaris)

1. build deadlock, simple, memory_debugging and split examples
cd SFORGE_TRAINING/correctness/debug
make

. Get an interactive session
gsub -1 - select=1 -l filesystems=home:eagle -l walltime=0:30:00 -q alcf_training -A alcf_training
module use /soft/modulefiles
module load forge cray-cti/2.19.0

. split
ddt --connect mpiexec -n 16 ./split

. 2_layer_net.py

FORGE_MPIRUN=torchrun \
FORGE_STOP_AT_MAIN=1 FORGE_MPIRUN_OMIT_NUMBER_OF_PROCESSES=1 \
ddt --connect --np 2 --mpi="generic" \

--mpiargs="--no-python --standalone --nnodes=1 --nproc-per-node=2" $(which python) %allinea_python_debug% 2_layer_net.py
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Profiling (Polaris)

Worked Example: https://docs.linaroforge.com/23.1.1/html/forge/worked_examples appendix/mmult/analyze.html

1. Setup the environment

qgsub -1 -I select=1 -l filesystems=home:eagle -l walltime=0:30:00 -q alcf _training -A alcf_training
module use /soft/modulefiles
module load forge cray-cti

. .venv/bin/activate

. Build the Python example

cd $FORGE_TRAINING/performance
make -f mmult_py.makefile

3. Run the Python example
map --profile mpiexec -n 8 python ./mmult.py -s 3072
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https://docs.linaroforge.com/23.1.1/html/forge/worked_examples_appendix/mmult/analyze.html

Thank you

« www.linaroforge.com

» support@forge.linaro.com

» https://docs.linaroforge.com/24.0.5/html/forge/index.html
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